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Feature-based fusion of infrared and visible dynamic images
using target detection
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We employ the target detection to improve the performance of the feature-based fusion of infrared and
visible dynamic images, which forms a novel fusion scheme. First, the target detection is used to segment
the source image sequences into target and background regions. Then, the dual-tree complex wavelet
transform (DT-CWT) is proposed to decompose all the source image sequences. Different fusion rules are
applied respectively in target and background regions to preserve the target information as much as possi-
ble. Real world infrared and visible image sequences are used to validate the performance of the proposed
novel scheme. Compared with the previous fusion approaches of image sequences, the improvements of
shift invariance, temporal stability and consistency, and computation cost are all ensured.

OCIS codes: 100.2000, 100.2980, 100.7410, 110.3080.

The techniques of multi-source image fusion originated
in the military fields, and their impetuses also came
from military fields. The battlefield detecting technol-
ogy, based on the pivotal content of multi-sources image
fusion, has become one of the most important military
advanced technologies, including target detection, track,
recognition, and scene awareness.

Image fusion must satisfy the following requirements[1]:
preserve all relevant information (as much as possible) in
the composite image; do not introduce any artifacts or in-
consistencies; be shift and rotational invariant; be tempo-
ral stability and consistency. The later two requirements
are especially important in dynamic images (or image se-
quences) fusion.

Image fusion can be performed at different levels of
information representation, classified in ascending or-
der of abstraction: signal, pixel, feature, and symbol
levels[2]. Recently, static images pixel-based fusion meth-
ods have been researched extensively[3,4]. However, few
researchers have recently done some work on the dynamic
images (or image sequences) fusion. Even so, they just
focused on the pixel-based fusion of the image sequences.
In this paper, we will do the research on the feature-based
fusion of the image sequences using the region target de-
tection. It will get both qualitative and quantitative im-
provements compared with the pixel-level methods. Be-
cause it has more intelligent semantic fusion rules which
can be considered based on actual features, it can pre-
serve the target information as much as possible.

Figure 1 shows the generic pixel-based image fusion
method, which can be divided into three steps as fol-
lows. First, all source images are decomposed by using

multi-resolution (MR) method, which can be the discrete
wavelet transform (DWT)[5], discrete wavelet frames
(DWF)[1,2,6] etc.. Then, the decomposition coefficients
are fused by applying some fusion rule, which can be a
point-based maximum selection (MS) rule or more so-
phisticated area-based rules. Finally, the fused image is
reconstructed by using the corresponding inverse trans-
form.

For pixel-based approaches, the MR decomposition
coefficients are treated independently (MS rule) or
filtered by a small fixed window (area-based rule). How-
ever, the most applications of a fusion scheme are inter-
ested in features within the image, not the actual pixels.
Therefore, it seems reasonable to incorporate feature in-
formation into the fusion process. Indeed, a number of
feature-level fusion schemes have been proposed. How-
ever, most of them are designed for static image fusion,
and every frame of each source sequence is processed
individually in image sequences case. These methods
do not take full advantage of the wealth of inter-frame-
information within source sequences. We can make use
of the advantage of the inconspicuous changes between
the adjacent frames among the image sequences, and use
the information of the former frame to supervise the pro-
cess of recent frame. Therefore, not only can it increase
the speed of the processing, but also make full use of the
abundant inter-frame-information.

In this paper, we propose a novel scheme of feature-
based fusion of infrared (IR) and visible image sequences
using the target detection, as shown in Fig. 2, where the
target detection (TD) technique is introduced to segment
target regions intelligently. To be convenient, We assume

Fig. 1. Pixel-based image fusion scheme.
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Fig. 2. Feature-based fusion of infrared and visible image sequences.

that both source sequences are well registered before their
fusion. First, both of the visible and IR sequences are en-
hanced by using pre-processing operator. Secondly, each
of the source images is segmented into target and back-
ground regions by using target detection. Then, we use
the dual-tree complex wavelet transform (DT-CWT) to
transform the source image sequences. Later, different
fusion rules are respectively used in target and back-
ground regions. Finally, the fused coefficients belonging
to each region are combined, and fused frames are recon-
structed by using the corresponding inverse transform.

The TD operator aims for segmenting source frames
into target and background regions. In the target regions,
the significant information, such as moving human and
vehicle, is included, and we need to preserve the target
information as much as possible. In the later process of
the fusion, we can respectively use different fusion rules
between the target and background regions. In this case,
we can preserve most of the information of the target re-
gions which we are interested in.

At first, a fuzzy c-means clustering method[7] is
adopted to segment the initial IR frame. In the seg-
mented IR frame, it is easy to find the target regions,
which have high contrast with the neighboring back-
ground. Then, a confidence measure[7] for each candidate
region is computed. But it is very inefficient to compute
the confidence measure for each candidate within every
frame. Therefore, a model matching method is adopted
to find the target regions in the subsequent frames. First,
we record the center position of the target region in the
pre-frame, and the target model is obtained by using in-
tensity information of the target region in the pre-frame.
Then, in the local area around the center position in the
pre-frame, not the whole but a small region in the post-
frame which corresponds with (and is little larger than)
the target region in the pre-frame is matched to get the
target region in the post-frame. Then the intensity in-
formation of the target region in the post-frame can be
preserved as the target model. The initial detection oper-
ator based on segmentation and confidence measure will
be repeated in case no target detected in some successive
frames.

Here, the target detection is employed to use different
fusion rules to preserve the target information as much
as possible. The methods of detection, such as the fuzzy
c-means clustering method, the confidence measure and
model matching method, just need to compute in the
gray level and are relatively simple, so they need low
computation cost, which cannot notably increase the

computational-complexity of the dynamic fusion scheme.
Because of its subsampling operations in every sub-

band, it is well known that the standard DWT[5] pro-
duces a shift dependent signal representation. In order
to solve this problem, Rockinger presented a perfectly
shift invariant wavelet fusion scheme called SIDWT[1,2,6].
However, this method is much computationally expensive
due to its high redundancy (2m × n : 1 for m-D and n-
level decomposition) of the representation.

In this paper, the decomposition of the image sequences
was gotten by using the DT-CWT[8−10]. Not only can
the DT-CWT attain approximate shift invariance and
good directional selectivity, but also reduce much redun-
dancy (its limited redundancy is 2m : 1 for m-D and any
levels decomposition) compared with the SIDWT pre-
sented by Rockinger. Moreover, it can achieve the per-
fect reconstruction using short linear-phase filters. Fig-
ure 3 shows the decomposition and reconstruction (or
its inverse transform) scheme of the DT-CWT for its
one-dimension (1D). It can be easily extended to two-
dimension (2D) by separably filtering along rows and
columns.

A special fusion rule should be employed in object re-
gion to preserve the full information as much as possible
in the target region. We assume that target detection
gives M target maps: TIR = {t1IR, t2IR, · · · , tMIR} in IR
frame and N target region maps: TV = {t1V, t2V, · · · , tNV }
in the corresponding visible frame. The target maps
(TJ) in both source frames are analyzed jointly by TJ =
TIR ∪ TV. Then the frame is segmented into three sets:
single target region sets (TS), overlapping target region
sets (TO), and background region set (B). Overlapped
target regions can be denoted as TO = TIR ∩ TV. Single
target region sets are shown as TS = TJ ∩ T̄O, where no
targets overlap. Clearly, TJ = TS ∪ TO. Background re-
gions are B = T̄J.

In the single target regions, fusion rule (that is
coefficients selecting method) can be written as

cf(x, y) =
{

cir(x, y), if (x, y) ∈ TIR

cv(x, y), if (x, y) ∈ TV
. (1)

In a connected overlapped target region t ∈ TO, a
similarity measure between two source images is defined
as

M(t) =

2 · ∑
(x,y)∈t

Iir(x, y) · Iv(x, y)

∑
(x,y)∈t

[Iir(x, y)]2 +
∑

(x,y)∈t

[Iv(x, y)]2
, (2)
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Fig. 3. DT-CWT and its inverse transform.

where Iir and Iv denote the IR and visible frames, respec-
tively. Then an energy index of the coefficients within
the overlapped region is computed respectively in IR and
visible frames,

Si(t) =
∑

(x,y)∈t

ci(x, y)2, (3)

where t ∈ TO and i = ir, v means the IR and visible
frames respectively. A threshold of similarity α is in-
troduced where α ∈ [0, 1] and normally α = 0.85 (it is
selected from many experimental results to get the best
one) is appropriate.

In case M(t) < α the fusion rule (that is coefficients
selecting method) in overlapping target region t ∈ TO

can be written as

cf(x, y) =
{

cir(x, y), if Sir(t) ≥ Sv(t)
cv(x, y), otherwise . (4)

In case M(t) ≥ α, a weight average method is adopted
as

cf(x, y) =

⎧⎪⎨
⎪⎩

wmax(t) · cir(x, y) + wmin(t) · cv(x, y),
if Sir(t) ≥ Sv(t)

wmin(t) · cir(x, y) + wmax(t) · cv(x, y),
if Sir(t) < Sv(t)

, (5)

where the weights wmin(t) and wmax(t) can be obtained
as {

wmin(t) = 1
2

(
1 − 1−M(t)

1−α

)
wmax(t) = 1 − wmin(t)

. (6)

Finally, in the background regions, the simplest MS
rule is adopted.

Here, the real world image sequences (dynamic images)
were applied to experiment the fusion scheme proposed
in this paper. The experimental steps are as follows: 1)
Target detection: (a) segment the IR image with the
fuzzy c-means clustering method; (b) a confidence mea-
sure for each candidate region is computed to get the
target and the background regions. 2) Use the DT-CWT
to transform the source image sequences in target and
background regions. 3) Image fusion: (a) use the fusion
rules proposed above to fuse the wavelet coefficient in
the target region; (b) use the MS rule to fuse the wavelet
coefficient in the background region. 4) Use the inverse
dual-tree complex wavelet transform (DT-CWT) to get
the fused image. 5) Use the model matching method to
find the target regions in the subsequent frames and go
to the step 2) until the last frame.

Figure 4 shows some results of the image sequences
fusion as well as the spatially registered visible and IR
(thermal 3—5 mm) source image sequences, which con-
sist of 32 subsequent frames of each one. Figure 5 shows
the corresponding inter-frame-difference (IFD) with im-
ages in Figs. 4(a) and (b). Directly observed, the results
show that the proposed method of DT-CWT is superior
to that of DWT when they all use the target detection
scheme.

In order to quantify the temporal stability and con-
sistency, we use the quantitative measure I((Sv, Sir), F ),
whose more details can be found in Ref. [1]. For every
wavelet fusion method, we need to compute the average
mutual information (AMI) instead of the 31 sets of the
IFDs. The higher the AMI is, the better shift invariance,
temporal stability and consistency the fusion method has.
In the Table 1, DB4 means the Daubechies wavelets of
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Table 1. AMI for the IFDs of Visual and IR Image Sequences

Fusion Method DWT DB4 DWT BIOR4.4 DT-CWT Q-Shift9 DWF DB4 DWF BIOR4.4

Pixel-Based 1.6152 1.6208 2.0867 2.1435 2.1527

Feature-Based 1.7225 1.7263 2.2989 2.3147 2.3252

Fig. 4. (a) and (b) A pair of frames of visible and IR image
sequences; (c) fused frame using the pixel-based scheme with
DWT (DB4); (d) fused frame using the pixel-based scheme
with DWT (BIOR4.4); (e) fused frame using the pixel-based
scheme with DT-CWT (Q-shift9); (f) fused frame using the
pixel-based scheme with DWF (DB4); (g) fused frame us-
ing the pixel-based scheme with DWF (BIOR4.4); (h)—(l)
corresponding fused frames of (c)—(g) using the proposed
feature-based dynamic fusion scheme.

Fig. 5. (a) IFD between the current frame in Fig. 4(a) and its
pre-frame in sequences; (b) IFD between the current frame in
Fig. 4(b) and its pre-frame in sequences.

4 orders, and BIOR4.4 denotes the biorthogonal wavelets,
where the two “4” are orders of synthesis and anal-
ysis filters respectively, and Q-shift9 was designed by
Kingsbury[10]. “Pixel-based” and “Feature-based” mean
that it is to use the pixel-based fusion scheme (fusion
frames one by one) and the proposed feature-based dy-
namic fusion scheme. Obviously, the measured results in
Table 1 are consistent with the conclusion of visual in-
spection. Moreover, the DT-CWT performs better than

DWT, and it can be comparable with the DWF method
in respect of the temporal stability and consistency with
lower computational cost for that the DT-CWT has lower
redundancy (2m : 1 for DT-CWT, but 2m × n : 1 for
DWF).

A novel feature-based fusion of IR and visible image se-
quences using target detection is proposed in this paper.
The results, which experimented by real IR and visible
image sequences, show that the proposed feature-based
fusion scheme of infrared and visible image sequences can
achieve good shift invariance, temporal stability and con-
sistency, lower computational cost as well as much target
information, which can make the information of back-
ground clearer and help the monitor operators improve
their spatial perception ability towards the target scene
under complex background. However, when faced the sit-
uation of background change and many motional targets
sheltered, the proposed scheme in this paper needs more
research and improvement.
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